
Fig. S5. 

The global traffic efficiency, qc, as a function of time during a day. The value of qc is smoothed 

by averaging over a time window of 30 minutes. 

 

We also calculate (Fig. S6) the distribution of original qc for weekdays and weekends, 

during morning and afternoon rush hours. Note that while in the morning hours qc are much 

smaller in working days, the opposite behavior is seen during lunch time. 

 

Fig. S6.  

Distribution of qc during 6:30am-9:30am (A) and 12:00am-15:00 (B) in weekdays and weekends. 
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Bottlenecks: red bonds found by percolation  

Based on our observation that traffic can be viewed as a percolation process, it is suggested 

that high velocity links tend to form clusters, which are bridged by low-velocity roads (red 

bonds). These bottleneck roads determine the global connectivity of dynamical traffic network at 

each instant, and can help to develop real-time control strategy and improvement of city traffic. 

At the critical threshold qc, several roads are removed when we tune the q value slightly 

higher. While some links are removed by chance, there are some roads that play a critical role in 

connecting different local traffic clusters in traffic network. Only these roads, whose 

improvement will determine the critical threshold qc, are considered as bottleneck roads (Fig. S7). 

Removal of these bottleneck links will result in disintegration of traffic network into several 

local clusters (Fig. S7). Notice that improvement of other links including links with highest 

betweenness usually will not benefit significantly the global traffic in terms of increasing qc. 

Different from fixed static bottleneck links found by structural analysis, the bottleneck links 

found here evolve with time and are usually different in different hours.  
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Fig. S7. 

Examples of bottleneck links and effect of their improvement on global traffic. Links colored red 

in A (8:00am on 29/3/2013), D (8:55am on 7/3/2013), G (18:35 on 8/3/2013) are links that will 

be removed just above qc. We find that only the improvement of links marked in red circles 

(bottleneck links) can significantly improve the global traffic in terms of qc, while those marked 

in black circles are removed at criticality by chance. The largest component (G, in green) and the 

second largest component (SG, in blue) after the deletion of different red bonds are plotted in B, 

E, H. The effect on qc of improving velocity of bottleneck links is shown in C, F, I, together with 

a comparison with the link with highest betweenness and a randomly chosen link. Generally 

improvement of one bottleneck link will significantly improve qc (see C), but under some 

circumstances two or more links have to be improved simultaneously to gain an improvement of 

qc (see F), and in some other situations, improvement of either of several links will work (see I). 
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For the three cases mentioned above, the occurrence times (see next section) of links appearing 

as bottleneck are 1, 1 and m1  respectively, where m is the number of bottlenecks. 
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Occurrence times of bottlenecks  

To further explore the temporal behavior of bottleneck links we found, we study also the 

occurrence of bottlenecks during two different periods (Fig. S8): 11:00-14:00 at noon, and 

17:00-20:00 in the evening. It can be seen in Fig. S8 that some bottlenecks appear much more 

frequent than others. Identifying such highly occurrence links is critical for mitigating traffic 

congestions in different periods. When the link velocities (rij) are shuffled at a given instant, it is 

expected that structural bottleneck links will be mostly identified. Indeed, they have higher 

occurrence as bottleneck in the shuffled case, while they are not real bottlenecks if their 

improvement does not increase qc (Fig. 3C and S7). More surprisingly, as shown in Fig. S8, the 

bottleneck links found based on traffic information are different from those structural bottleneck 

links. This difference stems from the dynamical interactions between roads traffic. 
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Fig. S8. 

Occurrence (in a descending order) of links as bottlenecks. The number of times roads appearing 

as bottlenecks is plotted in different periods: (A) noon rush hours in 11:00-14:00; (B) evening 

rush hours in 17:00-20:00. Morning rush hours is shown in Fig. 3D. The results are compared to 

the shuffled velocities control case. 

 

To explore the relationship between qc and rij(t) of bottlenecks with highest occurrence 

times, we plot in Fig. S9 the rij(t) of 3 top occurrence bottlenecks in the morning, as well as qc in 

the corresponding hours. As shown in Fig. S9, from 05:30 to 07:00, both qc and rij(t) of 

bottlenecks are found to decrease, and they are overlapped significantly between 07:00 and 09:00, 

while after 09:00 they all tend to increase. Thus, the rij(t) correlates with qc. Note that for each 

time window different bottlenecks might dominate, some of which are not among top three. 
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Fig. S9.  

Velocity ratios rij(t) of three bottleneck links with highest occurrence during morning rush hours, 

and qc as a function of time in the morning on 29/3/2013. The coincidence of qc and rij(t) of the 

three bottleneck links are marked in brown circles. The fact that we see more coincidences inside 

the circles, demonstrates that the same link can act as a bottleneck many times. 

 

To inspect the difference of bottleneck links found in three time periods of rush hours in a 

typical day, occurrence times of links as bottleneck in morning, noon and evening periods are 

plotted in Fig. S10.  From this figure, we can see that the bottleneck links with highest 

occurrence in morning rush hour are different from those in the noon or evening rush-hours. 

Thus, according to our findings, different control strategies should be adopted in different rush 

hours to improve the global network traffic. 
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Fig. S10. 

Occurrence times of bottleneck links during morning, noon and evening rush-hours. Links are 

ranked based on the occurrence times in the morning rush-hour. Inset is the same content of top 

40 links in the morning rush hours. 
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Fig. S11. 

Sum of occurrence times of 5 bottleneck links with highest occurrence found in morning (red), 

noon (green) and evening (blue) in five different working days, compared with 5 links selected 

randomly. 
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Although the bottleneck links are different in different rush hours within a day, they appear 

stable and repeatedly in the same type of rush hours in different days. This frequent appearance 

of the same bottlenecks in the same hours in different days suggests a stable traffic pattern. 
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Comparison with weighted betweenness 

To illustrate the bottleneck links found in our study, we calculated also the bottlenecks 

using the weighted betweenness (5, 6). We define the weight as instantaneous travel time of a 

given road and find the largest conductance path with minimal total travel time. Here 

instantaneous travel time of a given road is the ratio between length of the road and the 

instantaneous speed along this road. As shown in Fig. S12, links with high weighted 

betweenness are found to be different from those with high hop-count betweenness, and also 

different from dynamical bottlenecks found by our percolation approach. Links with high 

weighted betweenness have usually higher velocity, connecting different pairs in the road 

network. On the other hand, bottlenecks, found in our manuscript by percolation approach, are 

usually links with relatively lower speed bridging different high-speed clusters. 
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Fig. S12.  

Overlap of top links with ranking according to hop-count betweenness, weighted betweenness or 

bottleneck occurrence based on percolation during 6:30am-9:30am. We rank the links by hop-

count betweenness, weighted betweenness or bottleneck occurrence based on percolation, and 

compare the overlap of top link list. For example, for top 5 links obtained by weighted 

betweenness and percolation approaches, only one link among them is overlapped. For the 

weighted betweenness, we count the link with highest weighted betweenness at each instant, and 

rank the links by their occurrence times as highest weighted betweenness during 6:30am-9:30am. 
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Relation with previous theoretical results  

To connect our results with theoretical results, first, we calculate in Fig. S13 the critical 

degree kc at criticality of traffic percolation as defined in the manuscript, and find that the critical 

degree fluctuates between 0.7 and 1.3 with time. 

Second, we compare the critical degree of traffic percolation with that of random geometric 

graphs (RGG). The critical degree of RGG (≈4.5) (7, 8) is much larger than that of traffic 

percolation (0.7-1.3). This is because in random geometric graphs, according to their 

construction rule, there are many local fully connected communities composed of sites within a 

given radius. 

Third, we also compare our results with random directed percolation on square lattice (9, 

10). In these systems, it is found that <k>c =2*0.6447≈1.3.  Our result is smaller (0.7-1.3) in 

most cases possibly because the percolation of traffic network is not purely random as a result of 

the correlation in the traffic flow (11). 
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Fig. S13.  

Threshold of degree, <k>c, as a function of time on typical weekdays and weekends in traffic 

percolation, which is calculated as the average degree of traffic network at qc for each instant. 

Similar results are also found in other days. 

In previous studies based on cellular automata model in 2d lattice (12, 13), the jamming 

transition to congestion has been studied as a function of car density. In our study, although we 

do not have data of car density, our approach based on velocity data, shows that realistic 

organization of local flows into global flows in a network scale is like a percolation process. 

With more available data including car density in the future, we believe that the relation between 

these theoretical results and our findings from real data could be further explored. 

  

22 
 



References 

1. Broder A et al. (2000) Graph structure in the web. Comput Netw 33(1-6):309-320. 

2. Newman MEJ, Strogatz SH, Watts DJ (2001) Random graphs with arbitrary degree 

distributions and their applications. Phys Rev E 64(2):026118. 

3. Bunde A, Havlin S (1991) Fractals and Disordered Systems, Ed. (Springer-Verlag, Berlin). 

4. Stauffer D, Aharony A (1994) Introduction to percolation theory.  (Taylor and Francis, 

London). 

5. Ercsey-Ravasz M, Toroczkai Z (2010) Centrality Scaling in Large Networks. Phys Rev Lett 

105(3):038701.  

6. Ercsey-Ravasz M, Lichtenwalter RN, Chawla NV, Toroczkai Z (2012) Range-limited 

centrality measures in complex networks. Phys Rev E 85(6):066103. 

7. Penrose M (2003) Random geometric graphs (Oxford University Press Oxford). 

8. Dall J, Christensen M (2002) Random geometric graphs. Phys Rev E 66(1):016121. 

9. Soares DJ, Andrade Jr JS, Herrmann HJ (2005) Precise calculation of the threshold of 

various directed percolation models on a square lattice. J Phys A: Math Gen 38(21):L413-

L415. 

10. Jensen I (1999) Low-density series expansions for directed percolation: I. A new efficient 

algorithm with applications to the square lattice. J Phys A: Math Gen 32(28):5233-5249. 

11. Helbing D (2001) Traffic and related self-driven many-particle systems. Rev Mod Phys 

73(4):1067-1141. 

12. Biham O, Middleton AA, Levine D (1992) Self-organization and a dynamical transition in 

traffic-flow models. Phys Rev A 46(10):R6124-R6127. 

13. Cuesta JA, Martínez FC, Molera JM, Sánchez A (1993) Phase transitions in two-dimensional 

23 
 



traffic-flow models. Phys Rev E 48(6):R4175-R4178. 

24 
 


